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1. INTRODUCTION

Clothing assistance and laundry handling are basic

assistance activity in the daily life of the elderly and dis-

abled. However handling highly non-linear objects such as

clothes is a cumbersome task despite of the current tech-

nological advancements. This field has drawn quite atten-

tion from robotic researchers. But they focused on how to

handle this non-rigid object and detect it in a scene[1][2].

Grasping clothes from a pile is challenging [3]. The suc-

cess rate for such tasks becomes improbable on the ac-

count of the non-rigid nature, high dimensionality, occlu-

sions, self-overlaps etc., can make detection and planning

for robotic manipulators an intricate issue. Recent techno-

logical advancement has propelled the demand of intelli-

gent robots for assisted living.

Manipulation of clothes for clothing assistance by

robots is much complex than just picking [4][5]. It re-

quires detection and tracking of cloth extremities e.g. col-

lar, sleeves, hemline so forth. The initialization part was

out of scope in both the studies. In this study, we con-

sider a scenario where we have single or multiple clothing

items on a flat surface, as depicted in Fig. 1. Detection

and grasping of clothes from a scene is accomplished in

many studies. But only a few studies have performed cloth

extremity detection [6], even though it is a basic task for

cloth state estimation for robotic manipulation of clothes.

2. PROPOSED METHODOLOGY

A framework of the proposed method is depicted in

Fig. 2. We used the Bayesian GP-LVM [7] because it is

data efficient and is used for nonlinear dimensionality re-

duction. Using Bayesian GP-LVM we tried to learn the

non-rigid nature, occlusion, overlaps and so forth, for de-

tection of extremities. We used three different inputs i.e.

raw RGB, Graysclae and histogram of SIFT [8] features

to train the Bayesian GP-LVM model(depth information

was not used in training the classifier). We compared the

performance of the classifier with these input features. In

this study, we consider the clothing article to be non-rigid,

occluded and entangled. We also assume if one or more

clothing article is placed randomly on a surface then one

or more cloth’s extremities will be visible.

2·1 Nonlinear Latent Variable Models

For modelling the non-rigid nature, occlusions, over-

laps and to detect the extremities present in the clutter of

clothes. Conventional approaches e.g. SVM [9], all the

features (dimension) are considered relevant. However,

for Bayesian GP-LVM, the relevant features are learned

Fig.1 Depicts the grasping of detected cloth extremity

in a clutter of clothes

in a Bayesian manner dependent on the training dataset.

The extraction of such task-specific latent features is ex-

tremely challenging for clothes [6]. The generative model

is as follows:

y = f (x)+ ε (1)

where y is observation space, f is a nonlinear GP mapping,

ε is Gaussian noise which includes the uncertainty in the

model. Assume Y ∈ R
N×D be the observed data, where

N is the number of observed samples and the observation

space is D dimensional. Each data vector has an associa-

tion with the latent variable X ∈R
N×Q, for dimensionality

reduction Q ≪ D. From [10], assuming GPs to be i.i.d.

across features, the likelihood is given as follows:

p(Y | X) =
D

∏
d=1

p(yd | X) (2)

where yd represents the dth column of Y and

p(yd | X) = N (yd | 0,KNN +β−1IN) (3)

where KNN is the N ×N covariance matrix derived from

the kernel (or we can say the covariance function) k(x,x′)

and β the inverse variance parameter. The marginal likeli-

hood is calculated from Eq. (4):

p(Y ) =
∫

p(Y | X)p(X)dX (4)

In Bayesian training both latent mapping and latent space

are integrated out. Exact Bayesian inference is intractable
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1. Image acquisition 
and feature extraction 

2. Sliding window based 
detection with Bayesian 

GP-LVM

3. Heat map generation 
using Likelihood 
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4. Detection Result for 
garment extremities

5. Grasping the detected 
extremity

Fig.2 Depicts the Framework for cloth extremity detection in a clutter of clothes

[7] because log p(yd | X) contains the latent variable X in

highly nonlinear manner inside the inverse kernel matrix

i.e. KNN + β−1IN . So, in order to make this a tractable

problem, Variational inference is used [11]. Maximiz-

ing variational lower bound formulates a Bayesian train-

ing technique that is robust to over-fitting and is able to

autonomously select the dimension of the nonlinear la-

tent manifold. Gaussian processes allows us to have a

Bayesian non-parametric model for inferring highly non-

linear latent function from observation space. This model

is used widely in field of Machine learning for solving

complex task such as nonlinear regression or classification

[7][10].

Automatic dimensionality reduction is performed us-

ing ARD Kernel[12] which is given by:

k(x,x′) = σ2
f exp(−

1

2

Q

∑
q=1

wq(xq − x′q)
2) (5)

From Eq. (2), we can say that it is likelihood function of

multiple-output Gaussian process regression. The various

independent output have the same GP prior with latent in-

put X . The density function for prior of X is given by

p(X) =
N

∏
n=1

N (xn | 0, IQ) (6)

here xn is nth row of X . Therefore we can get the joint

distribution for GP-LVM as follows:

p(Y,X) = p(Y | X)p(X) (7)

Hyperparameters are the kernel parameters

θ = (σ2
f ,w1, ...,wQ) and the inverse variance parameter

β . We used the variational approach for marganalizing

the latent variable X , for optimizing the resultant lower

bound on the marginal likelihood with respect to the

hyperparameters, as proposed in [7]. Use the lower bound

for model comparison and dimensionality selection for

latent space.

2·2 Test Inference

For predicting the class label of unseen data we com-

pute the probability density p(y∗ | Y ) of some unseen test

data vector y∗ ∈ R
D, it can have missing data. For com-

puting this probability function we can use the model as

an estimator which can illustrate class conditional distri-

bution in a classification system.

To approximate the probability function p(y∗ |Y ), in-

troduce the latent variable X and x∗, latent variable with

respect to the output variable Y and y∗. From Eq. (4),

p(y∗ | Y ) =

∫
p(y∗,Y | X ,x∗)p(X ,x∗)dXdx∗∫

p(Y | X)p(X)dX
(8)

This equation gives a ratio between marginal likelihoods.

The denominator term is already computed using the vari-

ational lower bound during training of Bayesian GP-LVM.

We just need to approximate the integral in the numerator

with the same procedure as performed in training. The dif-

ference will gives the maximum value and is selected for

the particular class.

2·3 Cloth’s Extremity Detection

We used the dataset provided by [6] for cloth extrem-

ity detection. The images contains 6 different clothing ar-

ticle (shirt, t-shirt, polo, jeans, sweater, and dress). They

have manually annotated the bounding boxes for cloth ex-

tremities. The class labels for annotation are shirt color,

shirt sleeves, t-shirt color, t-shirt sleeves, jeans hip, jeans

hemline, polo color, polo sleeves, sweater hood, sweater

sleeves, dress color. They have also provided a mask for

each image but we have not used the mask because we

want to develop a generalized model for cloth extremities

detection. We divided the dataset in three categories: 1)

Easy dataset containing images with single clothing item

and low wrinkles and occlusions. 2) Hard dataset contain-

ing images with single clothing item but highly wrinkled

and self-occlusion and non-canonical viewpoint. 3) Com-

plete dataset containing all the images together with sin-

gle and multiple clothes with high wrinkles, self-occlusion

and entanglement.

As pointed out in [13], training a common model

may not lead to learning a separable latent space. We can

use Bayesian GP-LVM as Bayes classifier because it uses

full Bayesian treatment. So, we trained a Bayes classi-

fier with two separate Bayesian GP-LVM models for Pos-

itive (cloth extremity) and Negative (not extremity) class

for each dataset. A likelihood of bounding box containing

a cloth extremity was evaluated using Eq. (8). A com-

parison of likelihood was performed for each patch. The

patches having higher values for positive class (i.e. hav-

ing cloth extremity) were assigned to a positive class la-

bel. A heat map was generated for the input image using

the compared likelihood. Choosing the number of peaks is
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difficult because it is dependent on what type of clothing

item is present in a particular image, occlusion, overlaps,

etc. So, we selected three peaks with less than 50 percent

overlap as a detected part.

2·4 Grasping Detected Extremity

To validate our proposed method we performed an

open loop grasping to the detected cloth extremity using

Baxter dual arm robot. The 2D location of the selected

peaks were then transferred to the world coordinates of the

robot using the PCL library. A grasp was validated using

the force sensor information after each grasping trial.

3. RESULTS AND DISCUSSION

3·1 Result for Cloth’s Extremity Detection

Fig. 3 depicts the precision of the Bayes classifier.

Fig. 4 depicts the confusion matrix for the Bayes classi-

fier. For detection of cloth’s extremities we used sliding

window approach. Patches of 100×100 is generated with

a step size of 20. Likelihood are calculated and compar-

ison is performed for positive or negative classes as dis-

cussed in section 2.3. We selected highest three likeli-

hood valued bounding boxes as candidate extremity. An

example for cloth’s extremity detection is shown in Fig.

5. The result depicts that the model trained for SIFT his-

togram was able to detect both the white polo collar and

pink polo collar efficiently; whereas color and Grayscale

features failed in this test image. For each input, image

is scanned and a likelihood map is generated. In our ex-

periment an extremity detection is considered true detec-

tion only if the centre of detected bounding box is inside

the ground truth annotated bounding box. To evaluate the

performance, we used recall at N(i.e.R@N), which gives

us the understanding of the effectiveness of the method to

correctly detect a cloth’s extremity in an image if present

by assessing only the N highest likelihood. This measure

is pertinent for robotic application, as robots are capable

of acknowledging only a few option in its planning. Also,

the aspect (appearance) of the garment will change after

each manipulation. The recall for garment extremity de-

tection is depicted in Fig. 6. The recall for color feature

depicts that the model was unable to learn an informative

manifold to separate the non-linear high dimensional data.

Grayscale features were more informative than the color

features. Contrary to these features the SIFT histogram

was able to find a separable manifold and detect the gar-
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Fig.3 Depicts the precision of Binary Classification

�������� ��������

���������������

�
��

��
��
�

�
��

���
��

�
��
�
��
�
�
�
�

������ ������

������ ������

�������������������������������

����

����

����

����

����

����

����

Fig.4 Depicts the confusion matrix for Binary Classification

ment extremities. As we can see, the recall for easy, hard

and complete is consistent for SIFT histogram. This is

possibly because the latent space learnt by the model is

same in all the scenario.

4. CONCLUSION AND FUTURE WORK

In this study, we proposed a method to solve am-

bitious task of detecting cloth’s extremities from a clut-

ter of clothes under occlusion, overlaps and so forth us-

ing Bayesian GP-LVM. In conventional classification al-

gorithms, every dimension is accounted for classification

or detection task. Contrary to conventional algorithms,

Bayesian GP-LVM learns relevant features in Bayesian

fashion dependent on training dataset. Task specific fea-

ture extraction is extremely challenging for clothes [6].

We performed a comparative evaluation of three different

input, i.e. raw color, Grayscale and histogram of SIFT

features. From results Fig. 3, we devise that the task of

classification is ambitious. Also in Fig. 4, we can say that

a) Input Image b) Color Heatmap

c) Grayscale Heatmap d) Histogram Heatmap

Fig.5 Detection example of cloth extremities for com-

plete dataset. In a) The detected cloth’s extremi-

ties are plotted. Black, Red, Green and Blue box

denotes ground truth, color, Grayscale and SIFT

histogram results respectively. We selected top

three likelihood values. Thickness of bounding

boxes depict the order of detection in decreasing

order. Fig. b, c and d depicts the heat map for de-

tection of cloth’s extremities for color,Grayscale

scale and SIFT histogram respectively. The three

peak values in each heat map is shown in a

coloured bounding box.
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Fig.6 Depicts the recall at N(R@N). The recall is accu-

mulated together (using different color) in a col-

umn for each dataset.

the model is being confused as the appearance of the posi-

tive and negative samples are akin. Form the results Fig. 6

we conclude that single shot detection of cloth’s extremi-

ties is still a difficult task. The histogram of SIFT features

showed an overall higher performance. The deformation

affects the precision and recall values for classification.

Future work includes classification of the detected

garment extremity by utilizing Manifold Relevance Deter-

mination(MRD) [14] to learn a shared manifold using the

depth feature together with appearance features. Also, it

includes use of robot proprioceptive information in MRD

for interactive perception of clothing articles. The long

term goal is manipulation of clothing articles initially on a

flat surface to perform clothing assistance task.
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